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ABSTRACT

Presented are four winter seasons of data from an enhanced precipitation instrument suite based at the

National Weather Service (NWS) Office in Marquette (MQT), Michigan (250–500 cm of annual snow

accumulation). In 2014 the site was augmented with a Micro Rain Radar (MRR) and a Precipitation

Imaging Package (PIP). MRR observations are utilized to partition large-scale synoptically driven (deep)

and surface-forced (shallow) snow events. Coincident PIP and NWS MQT meteorological surface ob-

servations illustrate different characteristics with respect to snow event category. Shallow snow events are

often extremely shallow, with MRR-indicated precipitation heights of less than 1500 m above ground

level. Large vertical reflectivity gradients indicate efficient particle growth, and increased boundary layer

turbulence inferred from observations of spectral width implies increased aggregation in shallow snow

events. Shallow snow events occur 2 times as often as deep events; however, both categories contribute

approximately equally to estimated annual accumulation. PIP measurements reveal distinct regime-

dependent snow microphysical differences, with shallow snow events having broader particle size dis-

tributions and comparatively fewer small particles and deep snow events having narrower particle size

distributions and comparatively more small particles. In addition, coincident surface meteorological

measurements indicate that most shallow snow events are associated with surface winds originating from

the northwest (over Lake Superior), cold temperatures, and relatively high surface pressures, which are

characteristics that are consistent with cold-air outbreaks. Deep snow events have meteorologically

distinct conditions that are accordant with midlatitude cyclones and frontal structures, with mostly

southwest surface winds, warmer temperatures approaching freezing, and lower surface pressures.

1. Introduction

The Laurentian Great Lakes region of North America is

a Canadian–American expanse home to approximately

60 million people and encompasses large urban and

rural areas. The Great Lakes have a huge impact on the

surrounding regional weather and climate (Sousounis

and Fritsch 1994; Angel and Isard 1998; Sousounis

and Mann 2000; Notaro et al. 2013), with one of the

most prominent features being frequent snow events dur-

ing the cold season (Peace and Sykes 1966; Eichenlaub

1979; Niziol et al. 1995). The region is highly affected

by snowfall through socioeconomic impacts (Changnon

1979; Schmidlin 1993; Kunkel et al. 2002), regional

ecology (Norton and Bolsenga 1993; Henne et al. 2007),

and hydrological planning (Burnett et al. 2003; Kolka

et al. 2010). Snowfall in the Great Lakes primarily

comprises two distinct formation mechanisms: 1)

large-scale, synoptically driven snowfall that tends to be

vertically deep and spatially expansive (Leathers and

Ellis 1996; Serreze et al. 1998) and 2) surface-driven

convective lake-effect snowfall (Eichenlaub 1979;
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Kristovich 1993; Niziol et al. 1995), which is produced

by cold-air outbreaks over the relatively warm lake

surfaces and is vertically shallow with highly variable

spatial impacts (Agee and Hart 1990; Niziol et al.

1995; Kristovich et al. 2017). Individual lake-effect

snow (LES) events can produce localized large

amounts of accumulation (Wiggin 1950; Peace and

Sykes 1966; Niziol 1987), and much of the downwind

shores of the Great Lakes receives greater than 2m of

snow accumulation per year on average (Eichenlaub

1979; Braham and Dungey 1984).

While the joint U.S.–Canada operational radar net-

work and latest generation operational geostationary

satellites provide valuable remote sensing observations

for Great Lakes LES monitoring and nowcasting pur-

poses, both ground-based scanning radars and space-

borne remote sensing instruments suffer from limited

near-surface observational capabilities (Niziol et al.

1995; Brown et al. 2007; Smalley et al. 2017). Space-

borne radars have successfully mapped snowfall re-

gimes, including shallow convective lake/ocean-effect

snow, on a global basis (i.e., Kulie et al. 2016; Kulie and

Milani 2018), but ‘‘blind zones’’ and/or radar sensitivity

issues adversely impact their ability to observe near-

surface features (Kulie et al. 2010; Skofronick-Jackson

et al. 2013; Maahn et al. 2014; Skofronick-Jackson et al.

2015; Casella et al. 2017). Sustained remote sensing and

in situ observations strategically focused on near-surface

features to augment current observational capabilities are

needed. Such observations increase our understanding of

the near-surface properties and physical processes oper-

ating within different snowfall regimes, enable more ac-

curate space-based quantitative snowfall estimates, and

improve numerical models that are prone to large

accumulation uncertainties due to various physical

parameterizations (Sousounis et al. 1999; Reeves and

Dawson 2013; Conrick et al. 2015).

There have been several successfully executed field

campaigns aimed to better characterize LES events (i.e.,

Braham 1990; Kristovich et al. 2000; Wood et al. 2015;

Skofronick-Jackson et al. 2015; Kristovich et al. 2017).

The majority of these campaigns have focused on the

lower Great Lakes, especially Lake Ontario, because of

the intensity of LES events in this region (Niziol 1987;

Kristovich et al. 2017). Many of the field experiments in

the Great Lakes region focused on snowfall were only

deployed for one winter season (Wood et al. 2015;

Skofronick-Jackson et al. 2015; Kristovich et al.

2017). As a result, there is a dearth of observations of

LES events in the upper Great Lakes for multiple

winter seasons. The present work addresses these is-

sues by providing near-continuous observations of

Lake Superior snow events. Unlike previous Great

Lakes region snow experiments, this work focuses on

snowfall related to Lake Superior and is a multi-

season study in operation since January 2014.

Presented here is an application of a unique dataset of

four winter seasons (i.e., cold season: November–April)

of observations from a ground-based, vertically pointing

Micro Rain Radar. This radar is used to partition all

snowfall events from the four winters into two categories

based on the reflectivity profile: either deep or shallow.

Ancillary data from surface-based measurements of

temperature, wind speed, and wind direction are used in

conjunction with reanalysis products to identify dis-

tinct meteorological states for each snow category.

Additionally, analysis of the radar profile characteris-

tics and data from a collocated precipitation imager

allows specific microphysical properties distinguishing

deep versus shallow snow events to be investigated.

Section 2 describes the site instrumentation and data

methods employed for this analysis. Section 3 details

the radar-based partitioning approach used to catego-

rize the snow events. Section 4 examines characteristics

of each snow category using ancillary surface-based

measurements and reanalysis products. Section 5 out-

lines future plans for and further applications of this

unique dataset.

2. Site, instrumentation, and data methods

a. Deployment site

The instrumentation suite was installed in January

2014 at the Marquette, Michigan (MQT), National

Weather Service (NWS) Office, which is 13 km inland

from Lake Superior on terrain with a gradual slope ris-

ing more than 200m above the lake shore (46.538N,

87.558W, 426m above sea level; Fig. 1, right). This site

was chosen for several reasons: first, theNWS office is an

ideal location for observations as this area receives ap-

proximately 250 to 500 cm of measured snow accumu-

lation per year. Second, the reliable power and Internet

connectivity at the NWS office enables a high percent-

age of uptime (.97% over 5 years), continuous remote

access to instruments for analysis andmaintenance, real-

time transfer of data, and the ability to generate daily

figures on a public website (https://www.ssec.wisc.edu/

lake_effect/mqt/). Additionally, it is continuously

staffed by technicians and meteorologists who have

graciously lent their expertise and time to this project,

and are, in large part, the reason this deployment has

been successful in obtaining continuous data since the

start of the campaign. Last, the collocated weather ra-

dar, surface meteorological data, snowfall accumulation

measurements, and forecaster observations are invalu-

able resources used to create a unique merged dataset.
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b. Instrumentation

1) PRECIPITATION PROFILING RADAR

The METEK Micro Rain Radar 2 (MRR) is a verti-

cally profiling, 24-GHz (K band) frequency-modulated,

continuous-wave Doppler radar (Klugmann et al. 1996).

The MRR has been successfully used in field campaign

observations of both rain (i.e., Peters et al. 2002;

Rollenbeck et al. 2007) and snow (i.e., Kneifel et al.

2011; Maahn and Kollias 2012; Skofronick-Jackson et al.

2015; Minder et al. 2015; Kristovich et al. 2017). The

MRR is small and easily deployable, ideal for fieldwork

(Klugmann et al. 1996). Figure 1 illustrates the footprint

of the MRR at the NWS MQT site. The antenna dish is

0.5m in diameter and is mounted;2m above the ground.

The transmitter is low power (50mW) and requires only

25W while operating (the dish heater that is required

during winter months adds 500W). The MRR at the

NWS MQT site is configured to profile up to 3000m

above ground level (AGL) in 30 fixed range gates,

with a vertical resolution of 100m. This profile range

allows for distinguishing shallow from deep snowfall events

while retaining high enough vertical resolution to examine

microphysical characteristics (Kneifel et al. 2011). The raw

data output includes measurements of reflectivity factor

(hereafter, reflectivity), Doppler velocity, and spec-

tral width at 1-min resolution. Because of ground

clutter, we remove the first three range gates of MRR

observations with the closest surface observations

originating at 400mAGL.We apply theMatrosov (2007)

radar reflectivity factor Z to snowfall rate S relationship

to the MRR reflectivity to obtain a snowfall rate:

Ze5 56S1:2, (1)

with sensitivity of 0.01mmh21 [liquid water equiva-

lent (LWE)]. This relationship has been used to esti-

mate snowfall accumulation from profiling radars in

several studies (Kneifel et al. 2011; Maahn and Kollias

2012; Castellani et al. 2015; Pettersen et al. 2018). The

raw power spectra data are optimized for snowfall ob-

servations using the Maahn and Kollias (2012) method

described in section 2d.

FIG. 1. (bottom right) The location of the instrument suite at the Marquette (MQT) NWS Office (indicated

by the magenta star), along with the topography of the surrounding area near the NWS MQT office. In

addition to observations from (top right) the NWS office, we use profile information from (top left) an MRR

and (bottom left) surface measurements from a PIP. The instruments at the site are all located within 10 m of

each other.
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2) WEATHER RADAR

The NWS MQT office is part of the Next Generation

Weather Radar (NEXRAD) network and has an S-band

Weather Surveillance Radar-1988 (WSR-88D). Level II

and III data products for the NEXRAD system are

available through the National Oceanic and Atmospheric

Administration (NOAA) National Center for Environ-

mental Information (NCEI) archive. In this work, we use

the base reflectivity and volume coverage pattern (VCP)

information from the Level II data. During the winter

months, the MQT WSR-88D operates mostly in the VCP

32 (clear air mode, five elevation scans with a maximum

elevation angle of 4.38) or in the VCP 221 (precipitation

mode, nine elevation scans with a maximum elevation an-

gle of 19.58) scanning configuration.We use theNEXRAD

Level III data to examine the precipitation enhanced echo-

top (EET) heights during snow events. The EET is com-

puted within a VCP by using themaximum elevation angle

and determining the height (AGL) at which reflectivities

of $118dBZ are detected.

3) PRECIPITATION IMAGER

The Precipitation Imaging Package (PIP) is a NASA-

developed video disdrometer, which evolved from the

Snowflake Video Imager (Newman et al. 2009; Tiira

et al. 2016). The PIP consists of a high-speed video

camera (380 frames per second) with a 640 by 480 pixel

charge-coupled device image sensor. This camera is

aimed at a bright (150W) halogen lamp at 2-m distance.

The PIP is calibrated such that the field of view is 64mm

by 48mm and the focal plane is located 1.33m from

the lens. The PIP image resolution is approximately

0.1mm by 0.1mm. The PIP setup is unique in that

precipitation particles are comparatively unimpeded by

the instrument itself, as the design provides an open

volume between the camera and the lamp (see Fig. 1,

lower left; Newman et al. 2009). Hydrometeor shadows

are recorded as they fall through the observation volume

and used to calculate particle size distributions (PSDs)

and fall speed estimates with 1-min resolution (Newman

et al. 2009; Tiira et al. 2016; von Lerber et al. 2018).

Advancements in computer processing capabilities and

expanded software enable the PIP to provide additional

capabilities such as phase-separated rain and snow rate

estimates (Tiira et al. 2016; von Lerber et al. 2018). The

PIP software uses observations of PSD and fall velocities

in conjunction with an empirically derived parameteri-

zation of effective density as a function of particle di-

ameter to both phase separate the rain and snow events

and acquire precipitation rates.

4) SURFACE METEOROLOGICAL OBSERVATIONS

The surface meteorological data are obtained from

the automated Davis Vantage Pro2 weather station

(Davis Instruments 2018), which is mounted on a

tower (10m AGL) adjacent to the NWS office. Mea-

surements of the surface temperature, relative hu-

midity (RH), wind speed, wind direction, and pressure

are used in this study (instrument specifications out-

lined in Table 1). All observations are reported at

1-min intervals.

5) SNOW FIELD OBSERVATIONS

The snow field at the NWS MQT office consists of

four 150-cm snow stakes evenly distributed across a

flat and open parcel of land approximately 36m2 in

area. The snowpack depth is the average taken from

these four snow stakes. The new snow accumulations

are taken using a plastic, white snow board every six

hours (0000, 0600, 1200, and 1800 UTC) during

snow events. The plastic board is placed adjacent to

the snow stake field and is cleared off after each

measurement. LWE snowfall amounts are also taken

every 6h in coordination with the snow-board mea-

surements. To obtain LWE snow accumulation, a 20.32-cm-

diameter standard rain gauge (SRG) is used. Snow

from the SRG is melted to convert from geometric to

LWE accumulation. All snow accumulation observa-

tions from the MQT snow field are obtained by NWS

meteorologists.

c. Reanalysis products

This study examines temperature and RH products

from the ERA5 reanalysis dataset (C3S 2017). The ERA5

products are available every 1h from 1979 through the

present and have a horizontal spatial resolution of 31km

TABLE 1. Detailed specifications for the surface meteorological observations used from the Davis Vantage Pro2 (note that 1 kt ’
0.51m s21).

Measurement Sensor Range Resolution Accuracy

Temperature ‘‘PN’’ junction silicon diode From 2408 to 1658C 0.18C 60.38C
Relative humidity Film capacitor element 1%–100% 1% 62%

Wind speed Solid-state magnetic sensor 0–173 kt 1 kt 62 kt

Wind direction Wind vane with a potentiometer 18–3608 18 638
Surface pressure Barometric sensor 1100–540 hPa 0.1 hPa 61 hPa
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(globally) and 137 vertical layers to 0.01hPa. This study

employs the grid point closest to the site: 46.58N, 87.58W.

d. Radar data methods

Past snowfall studies indicate good agreement be-

tween the MRR and a 35-GHz cloud profiling radar

when reflectivities were greater than 3 dBZ (Kneifel

et al. 2011). However, global snowfall frequently oc-

curs below this value (Kulie and Bennartz 2009). To

help resolve the MRR detection of light snow and

precipitation, Maahn and Kollias (2012; hereinafter

MK12) developed a method to increase the MRR

sensitivity by postprocessing the MRR spectra to re-

move signals from range gates with no hydrometeors,

as well as determine the most significant peak and

classify the remaining spectrum as noise, effectively

improving observations of light precipitation to

approximately 210 dBZ. Consequently, the MK12

algorithm for enhanced MRR snowfall detection is

applied to the observations in this study.

An additional issue specific to the MQT site is inter-

mittent interference. We hypothesize that this interfer-

ence may be due to a nearby (,200-m distance)

television-broadcasting tower. When examining the raw

power spectra from the MRR, the interference appears

as a regular repeated pattern, distinct from any precip-

itation signal. A principal component analysis (PCA)

was applied to the MRR raw power spectra to isolate

and remove the corrupted time samples (see section S.1

in the online supplemental material for details). Sev-

eral tests were applied during both clear-sky and

varying precipitation conditions to ensure that no valid

observations were lost due to the application of the

PCA filter. More detailed information on filtering the

interference can be found in the accompanying sup-

plemental documentation.

e. Statistical methods

We used two methods of testing the significance of

differences of the characteristics of the deep and shallow

snowfall: difference of means and blocked bootstrap. To

test the significance of the difference between two in-

dependent sample means, we use

z5
x
1
2 x

2

s21
N

1

1
s22
N

2

� �1/2
, (2)

where x is the sample mean, s is the sample standard

deviation, and N is the effective sample size (Wilks

2011). Because our dataset has potential for correlation

from observations occurring within the same or adjacent

precipitation events, we computed independent sample

sizes by examining independent precipitation events of

each type that were at least 3 h long and occur on sep-

arate days to limit overconfidence in the statistical tests.

To assess the statistical significance of the difference

for the PIP data, a block bootstrap random resampling

was performed on the pooled dataset. We computed

5000 random resamples equal in size to the snowfall

event datasets and computed the difference in the PIP

data for each grouping. Because the individual 1-min

sampled PSDs have significant time correlation, the

samples were drawn with blocked groups of 360 sam-

ples to ensure that the confidence interval is not biased

or too narrow (Wilks 2011; Henderson et al. 2016). The

block size roughly divides the data into an equivalent

number of ‘‘independent precipitation events,’’ sim-

ilar to the effectiveN used for the difference in means

tests above. For all data in this work, differences are

considered to be statistically significant at a confi-

dence level of 95%.

f. Final data product

All observations from the MRR for the 2014–18

winter seasons are merged with ancillary data. Co-

incident measurements and products from the PIP and

surface meteorological instrumentation are merged

to a common temporal grid with MRR observations.

Additionally, the ERA5 (hourly) products and snow

field measurements (6 hourly) are merged into the

dataset at their respective time resolutions. Available

WSR-88D Level III products of precipitation echo-

top heights are added to the merged data product at

the nearest time to the native resolution of the

weather radar.

3. MRR partitioning approach

The MRR has successfully illustrated precipitation

characteristics associated with distinct meteorological

conditions (i.e., Stark et al. 2013; Maahn et al. 2014;

Skofronick-Jackson et al. 2015; Gorodetskaya et al.

2015; Minder et al. 2015; Kristovich et al. 2017;

Souverijns et al. 2017, 2018; Schirle et al. 2019). Sev-

eral of these studies utilized surface and profile meteo-

rological observations, weather forecasts, and reanalyses

to diagnose the environment that produced snowfall

(Stark et al. 2013; Gorodetskaya et al. 2014, 2015). In

some studies, snow events were then grouped by condi-

tions (i.e., frontal, cyclonic, or LES), and the associated

MRR observations, along with other remote sensing

instruments, were utilized to examine the cloud and

precipitation microphysical properties (Maahn et al.

2014; Minder et al. 2015; Kristovich et al. 2017; von

Lerber et al. 2018). However, many of these investigations
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were conducted for relatively short periods of time (i.e.,

Skofronick-Jackson et al. 2015; Kristovich et al. 2017;

Schirle et al. 2019). In this work, we exploit several years

of MRR observations from the MQT site through devel-

opment of an automated snow event classifier. This sec-

tion outlines both the methodology for the MRR-based

snow categorization, and the composited observational

results over four winter seasons.

To illustrate the MRR-based categorization for snow

events at theMQT site, two snow events fromNovember

2014 are presented. Figure 2 shows WSR-88D base re-

flectivity plots for a large-scale (top-left panel) and an

LES event (top-right panel), using the Py-ART software

library (Helmus and Collis 2016). Additionally, we show

4-h time–height plots of the MRR during the large-scale

snow event (middle-left panel) and the LES event (middle-

right panel). These plots illustrate striking differences: The

large-scale snow event is spatially extensive (WSR-88D;

top-left panel) and deep (precipitation signature covers the

entire observational range of theMRRup to 3000mAGL)

and has high values of relatively constant reflectivities

(from 115 to 120 dBZ). The LES event has banded,

convectiveWSR-88D signatures (top-right panel) and is

much shallower (MRR precipitation signature extends

to ,1500m AGL), and the reflectivities are pulsed in

time and variable (between 15 and 125 dBZ). By

using the characteristics of these prototypical exam-

ples of large-scale snowfall (deep) and LES (shallow)

snow events, the multiyear dataset is categorized in a

straightforward manner.

The lower panels in Fig. 2 demonstrate the key MRR

products used to determine the deep and shallow snow

categories: precipitation layer depth DPL and delta re-

flectivity DZ. To calculateDPL for any single profile, we

count the number of adjacent MRR range gates with

observed precipitation (dBZ.210), beginning with the

fourth gate from the ground (400mAGL). We establish

the top of the precipitation layer by the height of the first

range gate with no measureable reflectivity, or, alter-

natively, the highest range gate (at 3000m AGL). The

DPL is the difference between the top and lowest gate

heights of the detected precipitation within the range of

FIG. 2. Examples from two distinct snow event types: (left) a deep, system snow event (1800–2200 UTC 10 Nov

2014) and (right) a lake-effect snow event (0000–0400 UTC 12 Nov 2014). showing (top) the base reflectivity from

theWSR-88D for one time step during each event (created using Py-ART;Helmus and Collis 2016), (middle) time-

vs-height observations of reflectivity from the MRR during a 4-h period within each event, and (bottom) the

precipitation layer depth DPL in red and delta reflectivity DZ in black for each event type.
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usable bins (and therefore does not include the lowest

400m AGL), and is plotted in red points in the bottom

two panels for the large-scale event (left) and the LES

event (right). As shown in Fig. 2, DPL is a constant

2600m for the large-scale event, while DPL ranges from

;700 to 1100m for the LES event (lower right). Addi-

tionally, DZ is plotted with a black line (lower panels,

Fig. 2). DZ is the net reflectivity change throughout the

MRR-observed precipitating column, calculated by

subtracting reflectivity at the top of the measured pre-

cipitation layer from the near-surface value (400m

AGL). Since the MRR is only able to observe the pre-

cipitation up to 3000mAGL, DZ can be used as a metric

for examining evolution of the snow in the lower layers

of the column. As seen in Fig. 2, DZ has very different

characteristics for the large-scale event (lower left)

versus the LES event (lower right): In the large-scale

event, DZ is relatively constant (between 0 and 5dB)

and slowly varying, while in the LES event it varies as

much as 20 dB and exhibits a fluctuating pattern.

By using MRR-derived DPL and DZ values, we can

distill low-level snowfall characteristics and composite large

amounts of data into a few demonstrative figures. Figure 3

combines four winter seasons of MRR-derived DPL and

DZ. We limit the composited MRR observations to the

prescribed cold-season months (1 November–30 April) for

2014–2018. In addition, to try to restrict the precipitation

observations to only snowfall, we employ a threshold

of 128C surface temperature or colder (Bennartz 2007;

Liu 2008). The frequency of calculated DPL during all

snow events is illustrated in the left panel of Fig. 3. This

illustrates the large number of events in the single 2600-m

DPL bin, a discrete highest count value at the maximum

DPL (;56000 counts at 2600m), as well as the broad dis-

tribution of high counts near the surface (;140000 counts

between 100 and 1500m). This figure indicates that the

majority of the MRR observed snow events are shallow

(,1500mAGL), butmany snowevents are deep,meaning

at or above the highest observed radar bin of 3000mAGL.

Because the limit of the MRR observable range is 3000m

AGL, precipitation processing occurring higher in the at-

mosphere will be represented in the ‘‘deep’’ category with

DPL 5 2600m even though the precipitation likely ex-

tends well above that value. It is worth noting that rela-

tively few events occur between 1500- and 2600-m depth

(,20 000 counts). This demonstrates that the four

winter seasons of snow events for the MQT site can

be broadly cast into either deep (DPL 5 2600m) or

shallow (DPL , 2600m) categories.

In the right panel of Fig. 3, we also relate MRR re-

flectivities toDPL and identify differences between deep

and shallow snowfall. The left panel of Fig. 3, illustrates

the frequency of events as a one-dimensional histogram,

The right panel of Fig. 3 is a two-dimensional histogram

FIG. 3. CompositedMRR information for all of the identified snow events during the winter seasons from 2014 to

2018: (left) The count histogram of DPL values for all snow events, illustrating the large number of events in the

single 2600-m DPL bin as well as the broad distribution of DPL values under 1000m. (right) A CFAD (Yuter and

Houze 1995) of all DPL as a function of the associated DZ.
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in which the frequency of DZ values are normalized by

values of a givenDPL [this method is commonly known as

contoured-frequency-by-altitude diagrams (CFAD; Yuter

and Houze 1995)]. For shallow snow, DZ increases for

depths up to ;1000m, indicating a potential maximum

increase of about 12dB (Fig. 3, right panel). A positiveDZ
roughly implies characteristics of the precipitation micro-

physical changes within the column, specifically related to

growth. Our definition of growth in this context includes

the following: an increase in number density of particles

(nucleation), larger particle mass (deposition/riming),

shifting from smaller to larger average particle size (ag-

gregation), and/or a combination therein. This implies

that the shallow snow has greater potential for low-level

growth as a function of the layer depth, up to ;1000m.

Figure 3 (right panel) illustrates that events at the maxi-

mum depth (2600m) have a smaller DZ, with ;5dB in-

crease throughout the column, and perhaps indicating less

low-level particle growth. The 2600m DPL reflectivity

distribution is abruptly shifted relative to the rest of the

CFAD, due to the fact that this value represents all pre-

cipitation at and above theMRRobservational range. The

implication is that the deep events are markedly different

than the shallow events from a particle growth perspective

in the lower levels of the precipitation column.

Figure 3 demonstrates that the MRR characteristics

associated with the deep events versus shallow events are

fundamentally different. Therefore, we can use the in-

formation gleaned from the MRR observations as a

function of DPL to partition collocated observations into

categories of deep (2600-m depth) and shallow (,2600-m

depth) snow events. This partitioning method allows the

surface and profile precipitation microphysical char-

acteristics to be analyzed using both PIP and MRR

observations and products. Additionally, the MRR-

based partitioning is applied to coincident surface

meteorological observations and reanalysis products

to examine differences in the associated ambient me-

teorological conditions and regional influences.

4. Results and discussion

The MRR-based method of partitioning the observed

MQT snow events from 2014 to 2018 into deep and shallow

categories is applied to the data product described in section

2f. We first discuss the MRR profile observations, WSR-

88D echo-top heights, MRR near-surface bin information,

and PIP surface products to assess the differences in

microphysical characteristics of each snow type. We

then evaluate the surface temperature, RH, winds, and

pressure measurements, as well as profiles of tempera-

ture and RH from reanalyses for each snow type. Last,

we compare LWE snowfall accumulation statistics from

the MRR, PIP, and the snow field for the multiyear

dataset.

a. Microphysical characteristics

1) RADAR OBSERVATIONS

As described in section 3, MRR profile observations are

used to separate the snow events into deep (2600-m depth)

and shallow (,2600-mdepth) precipitation. Figure 4 shows

two-dimensional (2D) histograms of the MRR reflectivity,

Doppler velocity, and Doppler spectral width observations

for the deep and shallow snow events. The most obvious

difference is that observations exist throughout the column

for the deep snow events, while the shallow snow event

observations are mostly concentrated within the boundary

layer. This is not surprising as theMRR-derivedDPL define

these categories; however, the shallow events are defined as

any events less than 2600-m depth, and it is clear that the

vast majority of the observations are below 1500m AGL

(Figs. 4b,d,f). It is again worth emphasizing that there are

very few snow events at MQT with precipitation-top

heights between 1500m AGL and the limit of the MRR

profiling capabilities (3000m AGL).

The deep snow events have relatively invariant

reflectivity throughout the column (however, there is an

indication of a gradient above 2 km), consistent with

what was shown in Fig. 3b. These reflectivities tend to

range between 0 and 25dBZ. From examining 2D his-

tograms of individual events (see Fig. S5 in the online

supplemental material), we infer that the broad range of

reflectivities results from the compositing. In other words,

individual deep snow events tend to have a narrow range

of reflectivities that are relatively constant (Fig. S5), but

that vary significantly between events; therefore, when

composited together, the resulting range of reflectivities

is broad. In addition, the deep snowevents have relatively

constant values of Doppler velocity and spectral width

throughout the profile (Figs. 4c,e). These values are often

greater than 1ms21 and are consistent with radar ob-

servations of snow from earlier studies of synoptically

driven storm systems (Stark et al. 2013). The 2D histo-

grams of Doppler spectral width (Fig. 4e) have low values

throughout the precipitating column, possibly implying

lack of turbulence, a narrow range of particle sizes, and/or

more similar ice particle habits/shapes.

The shallow events have lower reflectivities on average

than the deep events (Fig. 4b), ranging from25 to 15dBZ.

The shape of the 2D histogram indicates that reflectivity

increases closer to the surface during the shallow events,

which is consistent with the larger DZ found in Fig. 3. If

we examine 2D histograms of individual LES storms (see

Fig. S6 in the online supplemental material), the indication

of increasing reflectivities toward the surface is even more
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pronounced. The MRR Doppler velocity values for

the shallow snow events (Fig. 4d) tend to be less than

1ms21 and vary throughout the column of precipitation

(0.5–1ms21). In addition, the Doppler spectral widths

for the shallow snow events (Fig. 4f) are much higher

than those for the deep snow events.

Since we are unable to gauge the full depth of the

precipitation profiles for the deep snowfall using the

MRR, we can utilize WSR-88D EET product to gain

further information. In addition, we can examine the

shallow event EETs to see if there is general agreement

between precipitation height from the WSR-88D and

the MRR. We first examined the WSR-88D VCP op-

erational modes [described in section 2b(2)], as this

informs us of the highest scan angle and therefore how

close to the site there are EETs above the MRR limits

(see Table 2). For the four winter seasons examined

(2014–18), the MQT NWS office operated the WSR-

88D in VCP 32 for the vast majority of the snow events:

92% of the time for the shallow snow and 65% of the

deep. The radar operated in VCP 221 for 35% of the

deep and 7% of the shallow events. Therefore, to see

FIG. 4. Two-dimensional histograms of MRR reflectivity for the (a) deep and (b) shallow snow events. The

histograms have bins of 100m for height and 1 dBZ for reflectivity. Two-dimensional histograms of MRRDoppler

velocity for the (c) deep and (d) shallow snow events. The histograms have bin widths of 100m for height and

0.075m s21 for Doppler velocity and 0.05m s21 for Doppler spectral width.
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above the maximum capability of the MRR (3 km

AGL), we need to examine the EETs at either$15 km

(VCP 221) or $50 km (VCP 32) radial distance from

the site.

The mean values of precipitation EET as a function

of distance from the radar are shown in Table 3 for the

deep and shallow snow. Though the WSR-88D was in

the precipitation scanning mode for only 35% of the

deep events, we feel that this is a large enough sub-

sample from the four winter seasons of data to glean

useful information. The mean EET observed for the

deep events was ;3.6 km AGL from 15 to 45 km dis-

tance from the site (see Table 3) and EETs ranged

between 3 and 5 km AGL (figure not shown). The

EETs observed for the shallow events tend to agree

with the observations from the MRR, with heights

ranging from 1 to 1.6 km AGL (see Table 3). Note that

since the EETs rely on reflectivities $18 dBZ there

will be a bias toward the more intense snow events in

this analysis.

In addition to radar-derived information about the

snowfall profile and precipitation depth characteristics,

we also examined the MRR near-surface (400m AGL)

products. Figure 5 shows the distribution of total counts

and normalized counts (with respect to total in each

snow category) for the near-surface reflectivity (Figs. 5a

and 5b, respectively), Doppler velocity (Figs. 5c and 5d,

respectively), and spectral width (Figs. 5e and 5f, re-

spectively). The near-surface reflectivity for the deep

snow events is approximately 10 dB higher than the

shallow events (mean reflectivity differences between

deep and shallow snow are statistically significant). In

addition, the range of the near-surface reflectivity

observations is broad for each snow category: from27

to 115 dBZ for the shallow and from 12 to 122 dBZ

for the deep events. The near-surface Doppler ve-

locity distributions show higher values for the deep

snow events, with a peak at ;1.3m s21, while the

shallow events generally have lower Doppler velocity

values with a maximum at ;0.7m s21 (mean Doppler

velocity differences between deep and shallow snow

are statistically significant). In addition, there are

negative values of Doppler velocity during the shallow

snow, indicating possible updrafts during these

events. The profile of spectral width for the shallow

snow events (Fig. 4f) is broader than that of the deep

snow events (Fig. 4e), however, the near-surface

spectral width ranges are similar (Figs. 5e,f). The

near-surface mean spectral width for the deep snow is

smaller than the mean for the shallow snow (the dif-

ference inmeans for the spectral width is not statistically

significant).

2) PIP SURFACE OBSERVATIONS

The PIP observations for each snow category build on

the microphysical characteristics gleaned from the

MRR presented in the previous section. Figure 6 shows

2D histograms for PIP-derived PSD as a function of the

mean particle diameter for the composited deep (Fig. 6,

left) and shallow (Fig. 6, center) events. The 2D histo-

grams are normalized by dividing the counts in each bin

by the total number counts of the corresponding snow

type. The differences between the snow categories are

distinct, with a high frequency (0.5%) of small parti-

cles (0.4mm) at $103m23m21 PSD for the deep snow

events, while the shallow snow has a broader range of

counts for small particles extending across lower

PSD values (50–500m23m21), consistent with pre-

vious studies (Braham 1990; Barthold and Kristovich

2011). Categorical differencing (Fig. 6, right) reveals

the distinct preference for the deep or shallow snow

events to contain more or fewer, respectively, small

particles (up to ;8mm). In addition, the shallow

snow events have a greater concentration of large-

diameter particles (.10mm) than the deep snow

events; however, the differences between the deep

and shallow PSDs are not statistically significant

at .6mm in diameter.

In addition to looking at the PIP-derived values of

PSD, we also examine the shape of the size distribution.

Previous studies have applied the following inverse ex-

ponential function type to measured snow particle

concentrations:

N(D)5N
0
exp(2LD) , (3)

where N(D) is the particle concentration per unit par-

ticle size, andN0 and L are the respective PSD intercept

TABLE 2. Details of the WSR-88D VCP scanning mode during

the 2014–18 snow events at MQT. Also shown is the frequency of

each scanning mode as a function of deep and shallow snowfall.

VCP 32 VCP 221

Elev tilts 5 9

Max angle 4.38 19.58
Deep snow events 65% 35%

Shallow snow events 92% 7%

TABLE 3. Mean EETs for each snow type and WSR-88D VCP

scanning mode as a function of radial distance from the MQT

NWS site.

Snow

event type

Mean EET

at 15 km

Mean EET

at 30 km

Mean EET

at 45 km

Deep (VCP 221) 3.49 km AGL 3.62 km AGL 3.73 km AGL

Shallow (VCP 32) 1.06 km AGL 1.38 km AGL 1.64 km AGL
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and slope parameters (Lo and Passarelli 1982; Braham

1990; Heymsfield et al. 2008; Woods et al. 2008). A

15-min running mean was applied to PIP PSD obser-

vations to obtain N0 and L. Figure 7 illustrates the

normalized composite 2D histograms of N0 and L
values for the deep and shallow snow categories (left

and middle, respectively). Differences are immediately

apparent for each snow category: The deep snow has a

high concentration of counts with a large range of N0

(500–100000mm23m21) and L (0.4–2mm21) values in a

tight relationship; while the shallow snow has a bimodal

pattern of counts with the highest concentration at very

low L (;0.4mm21) andN0 (50–300mm23m21). As seen

in Fig. 7, left, the deep snow events have generally higher

L values, which indicate narrower PSDs, and larger N0

values, which imply more small particles (also seen in

Fig. 6). The primary mode of the shallow snow events

has values of low L and N0 (Fig. 7, center), which in-

dicate broad PSDs with fewer small particles and a

higher likelihood of large particles. There is a secondary

mode of particle behavior implied in the shallow snow

events, with high values of bothN0 (;10 000mm23m21)

and L (1.6mm21), which suggest an abundance of small

particles with narrow PSDs. This secondary mode may

be due to different thermodynamic or physical forcing

versus the major mode seen in the shallow snow events.

For example, shallow events at the MQT site that occur

during extremely cold and windy conditions often pro-

duce high numbers of very small particles as observed by

the PIP, which would correspond to higher values of N0

andL. The right panel of Fig. 7 illustrates the differences
in N0 and L for the snow categories (the shallow sub-

tracted from the deep snow events) with statistically

significant differences shownwith the black crosses. This

figure highlights that the deep snow events have a larger

range and higher values of N0 versus the shallow snow.

In addition the deep snow events have narrower PSDs

relative to the shallow snow events. In general, most of

the shallow snow events have much lowerN0 values and

broad PSDs, however, there is a secondary mode of

shallow snow production with abundant small particles,

distinct from both the deep snow and the majority of the

shallow snow events.

b. Meteorological characteristics

1) SURFACE WINDS

Figure 8 illustrates the wind roses for the MQT site

for all times from 2014 to 2018 (Fig. 8a), during the

winter season (Fig. 8b), during deep snow events

(Fig. 8c), and during shallow snow events (Fig. 8d). In

general, the winter winds tend to look similar to the

distribution of the winds for all time; however, there

FIG. 5. Histograms of MRR observations from the near-surface

(400m AGL) bin of the deep (black) and shallow (blue) snow

events the (a) total and (b) normalized counts of observed MRR

reflectivity values using 1-dBZ bin size, (c) total and (d) normalized

counts of MRR Doppler velocity observations using 0.075m s21

bin size, and (e) total and (f) normalized counts of the MRR

spectral width using 0.05m s21 bin size. The differences in the

mean values of reflectivity and Doppler velocity for the deep and

shallow snow are significant at the 95% level. The difference in the

mean spectral width for the deep and shallow snow events is not

statistically significant.
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is significantly less wind from the south-southwest

direction. The pattern of the winds is markedly dif-

ferent between the deep and shallow snow events.

Figure 8d shows that the shallow event winds origi-

nate broadly out of the west to north-northwest and

travel over the lake surface. Since the shallow events

are primarily driven by the surface-based lake effect,

it is unsurprising that the shallow events are associ-

ated with winds that come largely from the direction

of Lake Superior. The deep snow events have associated

winds with several distinct directions; however, there is a

clear dominance from the south-southwest (Fig. 8c)

and a preference for winds that originate over land. In

general, the wind speeds from the shallow snow

events are higher than those associated with the deep

snow events.

In Figs. 9 and 10, we have partitioned the winds for

each associated snow category by winter month

(November–April). By examining the wind through-

out the season, we illuminate patterns that contribute

to a distinct snow type. The winds for deep snow

events are illustrated in Fig. 9: Deep snow events

enhanced by lake interactions (northwest surface

winds) and/or orographic effects (northeast surface

winds) are more common in the winter shoulder

seasons (November and April at MQT). In addition,

the deep snow events affiliated with winds from the

south-southwest are persistent throughout the winter,

with the exception of April where the dominant snow

production is from east-northeast. Figure 10 shows a

seasonal evolution of the wind patterns associated with

the shallow snow events: Early in the winter (November–

December), the winds are broadly out of the west to

north-northwest, while further into the winter (January–

March) the wind distribution is much narrower and gen-

erally from the north-northwest. April again experiences a

FIG. 6. Composite two-dimensional histograms of PIP observations of PSD as a function of mean diameter of the particles for the (left)

deep and (center) shallow snow events, along with (right) the difference of the event types, with red indicatingmore instances for the deep

snow events and blue indicating more instances of shallow events. The discretization of the PIP measured values of PSD and mean

diameter is due to the finitemeasurement volume of the PIP. The differences between the deep and shallowPSDs are significant at 95%up

to 6mm diameter.

FIG. 7. Similar to Fig. 6, but for PIP products of N0 as a function of the slope parameter L. The black crosses in the right panel indicate

where the differences between the deep and shallow snow are significant to 95%.
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broad wind distribution with a maximum frequency from

the north-northwest.

2) SURFACE METEOROLOGY AND REANALYSIS

PROFILES

Surface temperature, RH, and pressure are shown in

Fig. 11, illustrating both the overall distribution (Figs. 11a–c)

and the values as a function of month (Figs. 11d–f) for

each snow category, correspondingly. In general, the

surface temperature (Fig. 11a) and RH (Fig. 11b) values

for the deep snow events are higher than those for the

shallow snow events. This is also true when examining the

distribution broken down by month, with higher tempera-

tures and RH for the deep snow events throughout the

winter. The temperature distribution for the deep snow events

peaks near freezing (08C; Fig. 11a), while the shallow

snow events have a mean temperature of approximately

278C. In general, the deep snow events were coupled to

RH greater than 90%, while the shallow snow events

had a lower and broader range of values (80%–96%).

Figure 11c shows the distribution of the observed surface

pressures as a function of snow category. Deep snow events

are connected to lower surface pressure, with several peaks

in the distribution (around 998, 1007, and 1012hPa). The

shallow snowevents have a broad range of surface pressures,

but tend to be higher than the deep snow events, regardless

of timing throughout the season.Thedifferences in themean

values of temperature and pressure for the deep and shallow

snow are statistically significant; however, the difference

in means for the RH of the deep and shallow snow is not.

FIG. 8. Surface winds from theMQT office observations (a) for all times from 2014 to 2018, (b) during the winter

months of November–April for 2014–18, (c) during MRR-identified deep snow events, and (d) during MRR-

identified shallow snow events. The radial axes illustrate the percentage of occurrence of winds binned by direction,

and wind speed is indicated by the color bar.
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Figure 12 shows profiles of temperature and RH from

the ERA5 reanalysis products. In general, the mean

temperature profile for the shallow snow events is colder

than that for the deep snow events, and surface tem-

peratures are consistent with the measured values from

the MQT site. The boundary layer temperature profile

for the shallow snow events is colder and ranges

between 2138 and 278C. The temperature profile is on

average 58C warmer and near freezing at the surface for

the deep snow events. Lapse rates are reduced at the top

of the boundary layer for both snow categories; how-

ever, the shallow snow events have a slightly stronger

and higher location of a layer of enhanced stability

compared to the deep snow events. The differences in

the mean values of the temperature profiles are statis-

tically significant, with the exception of 300 hPa. TheRH

profiles for each snow category are strikingly different, as

the free atmosphere above the boundary layer in the shal-

low snow events is relatively dry (physically consistent with

cold-air outbreaks with boundary layer air modified by lake

interactions), while the deep snow events are moist

(.90% RH) throughout up to ;500 hPa. Both snow

categories have RH values . 80% in the boundary

layer, however, the deep snow tends to be higher.

There is a maximum RH for the shallow snow at

the top of the boundary layer (.90% at 850 hPa)

and drying throughout the column toward the surface

(,80%). This feature strongly hints at a persistent capped

boundary layer for the shallow snow cases. The differ-

ences in the mean values of the RH profiles are statisti-

cally significant everywhere except for 900 and 850hPa (at

the top of the boundary layer in the shallow case).

c. Microphysical and meteorological discussion

The deep and shallow snow events have both micro-

physical (MRR indicated) and thermodynamic (reanalysis

indicated) profile differences. Additionally, surface

observations of microphysics from the PIP and sur-

face meteorological data for each snow category are

distinct. These combined profile and surface obser-

vational differences imply that separate physical pro-

cesses drive each snow category. By combining the

MRR and PIP observations with the surface meteorol-

ogy and reanalysis profiles, we can examine character-

istics and infer likely processes contributing to snowfall

at the surface for each category.

FIG. 9. The winds during the MRR-identified deep snow events from 2014 to 2018 as a function of winter month.
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1) DEEP SNOW

The deep snow events have a maximum wind di-

rection from the south-southwest, and relatively warm

surface temperatures (see Fig. 8c). Secondary wind di-

rection maxima occur in the east-northeast, northeast,

and north-northwest directions. Synoptic–dynamically

driven snowfall production from midlatitude cyclones

and attendant frontal structures is associated with

warmer temperatures and increased moisture transport

into the region (Leathers and Ellis 1996; Serreze et al.

1998). This scenario is supported by the lower surface

pressures associated with the deep snow events (see

Fig. 11c). The deep snow events coupled to surface

winds that traverse over Lake Superior are observed

more frequently in November and April, when the

lake surface is typically open, which is conducive to lake-

enhanced snow that can amplify snow rates (Owens et al.

2017; Kulie et al. 2019, manuscript submitted to Bull.

Amer. Meteor. Soc.). These lake-enhanced snow events

are produced by low-pressure systems that propagate to

the southeast and east of Lake Superior and generate

winds from the northeast and north directions along the

longest fetch of the lake surface. Orographic en-

hancement can further inflate snowfall production in

deep snow systems under these conditions (Minder

et al. 2015; Campbell and Steenburgh 2017). The deep

snow events enhanced by lake interactions (northwest

to northeast surface winds) and/or orographic effects

(typically confined to northeast surface winds) are

more common early in the winter season, likely con-

nected to an ice-free Lake Superior (Wang et al. 2012;

Kulie et al. 2019, manuscript submitted toBull. Amer.

Meteor. Soc.).

The deep snow events tend to be coupled to warmer

temperatures and higher relative humidity throughout

the atmospheric column when compared to the shallow

snow events (Figs. 11 and 12). The highmoisture content

in the free atmosphere and warmer temperature profiles

accompanying the deep snow events are consistent with

the larger reflectivities seen in the MRR profile, as the

snowfall may have higher ice water content (Yuter and

Houze 2003). PIP observations also show higher particle

counts in the associatedPSDs andN0 values (Figs. 6 and 7).

Although the column mean reflectivity is higher for the

FIG. 10. As in Fig. 9, but for shallow snow events.
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deep snow events (see Fig. 3), the reflectivity profile values

are relatively invariant below 2000m AGL (see Fig. 4a).

Since the reflectivity profile does not change appreciably in

the lower level, this may suggest several processes occur-

ring in the profile below 2000mAGL: either aggregational

growth ceases, or mean particle size reaches a steady state

through complementary particle growth and decay, or the

PSD evolves in a way where the reflectivity remains

constant (i.e., larger numbers of smaller particles, par-

ticle shape/backscattering property changes), or some

FIG. 11. Several surface meteorological observables are shown for the deep (black) and shallow (blue)

snow events illustrated as either (left) one-dimensional histograms of normalized distributions of all of the ob-

servations (in total) or (right) as box-and-whisker plots as a function of winter month: (a),(d) surface temperatures

(8C), (b),(e) surface RH values (%), and (c),(f) surface pressure (hPa). The box-and-whisker plots illustrate the

mean (horizontal line), upper and lower quartiles (top and bottom of box, respectively), and the maximum and

minimum (whiskers). The differences in the mean values of temperature and pressure for the deep and shallow

snow are significant at the 95% level. The difference in the RH between the deep and shallow snow events is not

statistically significant.

FIG. 12. (left) Temperature and (right) relative humidity profiles from the ERA5 reanalysis. Shallow events are

illustrated in blue, and deep events are shown in black. The solid line is the mean, and the shading is 1 standard

deviation for the composited events. The differences in the mean values of the temperature profiles are significant

at the 95% level with the exception of 300 hPa. The differences in the mean values of the RH profiles are significant

at the 95% level everywhere except for 900 and 850 hPa (at the top of the boundary layer in the shallow case).
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combination of these effects. Dataset averaging will also

attenuate specific deep events where particle growth or

decay occurs in the lowest ;2 km AGL. The profile of

the compositeDoppler velocity values for the deep snow

events increases between 2000m AGL and the surface

and is similar to those found in studies of synoptic-scale

snowstorms (Stark et al. 2013).

The near-surfaceMRR reflectivities are higher for the

deep versus shallow snow events (Fig. 5). This indicates

that the deep snow events produce more intense snow-

fall, meaning either larger mean effective particle di-

ameter, more mass, higher particle density within the

observing column, or a combination thereof. This results

in a higher radar-retrieved snow rate on average (Atlas

et al. 1995; Matrosov et al. 2002). The higher Doppler

velocities observed in the near-surface bin for the deep

snow events support the notion that the deep snow

events contain higher density particles (Atlas et al. 1995;

Matrosov et al. 2002; Shupe et al. 2004). The larger N0

and PSD values are consistent with the higher re-

flectivity values (and therefore implied snow rate) seen

in the MRR observations for the deep snow events, as

the PIP observations indicate that more particles are

concentrated in the sampling volume (Lo and Passarelli

1982; Atlas et al. 1995;Matrosov et al. 2002;Woods et al.

2008). In general, the observations from the MRR, PIP,

and ancillary instrumentation show that the deep snow

events are more intense than the shallow snow events at

the MQT site.

2) SHALLOW SNOW

The shallow snow events are coincident with moder-

ate winds broadly originating from the north and over

the surface of Lake Superior, consistent with LES pro-

duction (Peace and Sykes 1966; Eichenlaub 1979; Niziol

et al. 1995). Throughout thewintermonths, the distribution

of wind directions narrows, whichmay be due to the lake

freezing and, consequently, less open water surface area

is available to facilitate the boundary layer convection

needed to initiate and sustain LES (Wang et al. 2012).

Lake Superior generally has ice coverage first form on

the far western and eastern regions, where the lake is

shallow, and last in the center, where the lake is very

deep. This pattern of ice formation is linked to the

bathymetry of the lake with ice more easily produced

over the shallow regions (Assel et al. 2003). Addi-

tionally, higher surface pressures and colder sur-

face temperatures accompany the shallow snow events

(Fig. 11), consistent with postfrontal cold-air outbreaks

over the lake, which often lead to LES production (Agee

and Hart 1990).

The reanalysis-based profiles of temperature and RH

illustrate key characteristics of LES: Enhanced stability

exists at the top of the boundary layer, which denotes the

top of the convection between the surface and the at-

mosphere (Lavoie 1972); the mean temperature profile

in the boundary layer falls in the dendritic growth zone

(DGZ;Hallett 1965) range (from2128 to2188C), which
enables extremely efficient production of snow particle

growth (Auer and White 1982; Mitchell 1988); and the

ERA5 profile of RH is highest at the top of the boundary

layer, which is a characteristic of a well-mixed boundary

layer. The location of the maximummean RH at the top

of the boundary layer during the shallow snow events

(Fig. 12) suggests that ice crystals initiate and grow similar

to mechanisms seen in snow-producing Arctic mixed-

phase clouds (Shupe et al. 2006; Morrison et al. 2012).

Additionally, the decrease in mean RH throughout the

boundary layer indicates sublimation of ice particles

below cloud base (where RH is highest) and is con-

sistent with observations from earlier studies of LES

snowfall (Barthold andKristovich 2011;Minder et al. 2015;

Campbell and Steenburgh 2017). The high RH and DGZ

temperatures in the boundary layer could lead to explosive

growth of snow particles and is seen in previous studies of

LES and orographic snowfall (Geerts et al. 2011; Minder

et al. 2015; Campbell and Steenburgh 2017). Particle

growth within the boundary layer is consistent with MRR

reflectivity profiles for both individual and composited

shallow snow events, as higher reflectivities are located

closer to the surface (Figs. 3 and 4). Additionally, the 2D

histograms of MRR observations are similar to those in

previous MRR-based studies of LES (Minder et al. 2015,

Fig. 13) in that the reflectivities generally increase toward

the surface in the lowest layers (especially in the inland

location in Minder et al. 2015). In Minder et al. (2015),

reflectivities for the LES cases are higher (;10–15dB

higher, depending on location) and precipitation layer

deeper (;2.5–3.5-km-layer thickness) than those seen in

our shallow events. The Minder et al. (2015) comparisons

are not surprising, as we expect the snow at Lake Ontario

sites to be more intense than MQT since long-lake-axis-

parallel (LLAP) single lake-effect bands commonly affect

Lake Ontario. The MQT site typically experiences multi-

band, wind-parallel lake-effect events that are less intense

than LLAPbands. Furthermore, theMQT site is sheltered

by both the Keweenaw Peninsula and Huron Mountains

located to the northwest, thus reducing lake fetch for

northwest wind lake-effect events.

The Doppler velocity observations for the shallow

snow have a broad range throughout the column for

both the composite (Figs. 4d and 4f, respectively) and

individual events (Fig. S6) and the spectral width values

are relatively high compared to the deep events. To-

gether these characteristics suggest turbulent vertical

motions in the boundary layer likely associated with
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surface-forced convective snowfall processes and are

consistent with previous radar-based studies of LES and

possibly indicative of turbulence and/or a broader range

of particles sizes (Kelly 1982; Kristovich 1993; Yuter and

Houze 2003; Welsh et al. 2016). Additionally, negative

Doppler velocity values are observed during shallow

snow events (Fig. 4d), which may indicate lofting of ice

particles by updrafts in the boundary layer, similar to

observations from Minder et al. (2015). The implied

turbulence within the boundary layer from MRR ob-

servations would act as a consistent mechanism to en-

hance snow particle aggregation and promote particle

growth (Lo and Passarelli 1982; Houze and Medina

2005; Geerts et al. 2011). In general, the primary mode

of the PSD–diameter andN0–L relationships for shallow

snow events (Figs. 6 and 7) indicate there are fewer small

particles and more large particles when compared to the

deep snow events. Previous work observed below cloud

sublimation during a specific LES event (Barthold and

Kristovich 2011), which may deplete the population of

the small snow particlesmore than the large and result in

fewer small particles observed at the surface. The PIP-

derived relationships combined with the relatively lower

Doppler velocity values and higher spectral width ob-

servations for the shallow snow may indicate that these

events tend to consist of fluffy, low-density aggregates.

The spectral width range seen during the shallow snow

events agree with those seen during an LES event in

Minder et al. (2015) for their inland sites. In addition,

Minder et al. (2015) observed aggregates of dendrites at

both coastal and inland sites, which is consistent with our

composite observations of the MQT shallow snow

events. Overall, the observations from the MRR, PIP,

and ancillary instrumentation show that the shallow

snow events are less intense and most snow processes

are constrained to the boundary layer and forced by the

surface.

d. Seasonal occurrence and accumulation

Figure 13 shows the occurrence and accumulation of

each snow category as a fraction of the winter total (in

LWE) illustrated by month (November–April). Figure 13a

shows the MRR-derived occurrence patterns for the deep

(black) and shallow (blue) snow as a percentage of winter

total. The deep snow occurs evenly, around 4%, for most

months, which indicates that midlatitude synoptic systems

are fairly regular throughout thewinter season.The shallow

snow events are more frequent as winter progresses, start-

ing at 8% in November, with a peak of 17% in January,

and then tapering to about 7% of the time in April. This

pattern is consistent with increasing cold-air outbreaks

over the open lake surface in the early winter, followed

by progressively more lake ice coverage later in the

winter, thus limiting the amount of LES events. Similar

to what was shown in Fig. 3, shallow snow (68%) occurs

far more frequently than deep snow (32%).

Figure 13b shows theMRR-derived snow accumulation

(LWE; Kneifel et al. 2011; MK12) as a percentage of all

snowfall for the four winter seasons. The accumula-

tion pattern is strikingly different from the occurrence—

whereas the deep snow happens evenly throughout the

winter, the accumulation is highly variable with peaks in

December (11%), March (11%), and April (17%). Al-

though the occurrence of shallow snow events grows and

then tapers throughout the winter, the accumulation is

fairly constant, ranging from 4% to 7% per month. This

occurrence pattern reflects lake surface–boundary layer

interactions, as less boundary layer moisture may be

available as the winter progresses and lake ice cover

increases. Using the MRR-derived snow accumulation,

the deep (shallow) snow category contributes ;55%

(;45%) of all the snowfall at the MQT site.

FIG. 13. In each month, the percentage of the total winter snow

(a) occurrence (deep in black and shallow in blue), (b) MRR-

derived LWE accumulation, (c) PIP-derived LWE accumulation,

and (d) NWS snow field LWE accumulation.
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Figure 13c illustrates the PIP-derived accumulation

percentages, which sometimes differ from the MRR-

derived values. For instance, the PIP deep snow accu-

mulation during April is only 13%, a ;4% reduction

compared to theMRRestimate. TheDecember deep and

shallow accumulation percentages also noticeably change

between respective instruments. The prescribed temper-

ature threshold for the MRR snow detection method

is 128C, whereas the PIP phase partitioning is based on

particle velocities, so there may be additional discrep-

ancies at the shoulder seasons. The PIP estimates that

deep (shallow) snow events account for;51%(;49%) of

the overall accumulation.

Figure 13d shows the accumulation percentages

obtained from the NWS MQT snow stake field mea-

surements. Each 6-hourly snow field measurement was

assigned to the deep or shallow snow event class by

computing the relative fractions according to theMRR

1-min observations and selecting based on majority class.

As is the case with the MRR and PIP accumulation esti-

mates, April produces the largest accumulations, with

;15% contribution from deep snow events. The patterns

of deep and shallow accumulation ratios as a function of

month are similar to those seen by the PIP-derived values.

The snow field measurements show that the deep events

account for 55% of the accumulation, while the shallow

events account for 45%.

5. Conclusions

This work highlights the utility of snowfall observa-

tions over multiple winter seasons. We are able to illu-

minate patterns and characteristics of snowfall on the

south shore of Lake Superior through strategic de-

ployment of a profiling radar (MRR) and a surface video

disdrometer (PIP) with ancillary meteorological obser-

vations from the MQT NWS office. By leveraging the

MRRprofile of reflectivity, we develop a simple metric

for partitioning snowfall into deep, system snow events

and shallow, largely LES events. Using a merged

multiyear dataset, we find that shallow events domi-

nate the frequency of snowfall type (68%) as com-

pared with deep events (32%). However, we find that

the deep snow events are much more intense than the

shallow snow events, which results in approximately

even contribution from each snow type to the overall

annual liquid equivalent surface accumulation. By

using the collocated PIP surface observations, we find

distinct microphysical characteristics of each snowfall

type, with the shallow events containing fewer small

particles and exhibiting broader PSDs and the deep

events containing more small particles and exhibiting

narrower PSDs. In addition, by examining the associated

surface meteorological data and available reanalysis

profile products with the MRR and PIP observations,

we further explore the possible processes contributing

to snow particle growth and decay. Comparisons help

to illuminate possible snow particle growth process

differences in the lower levels of the atmosphere. The

shallow snow events experience enhanced growth and

aggregation processes likely due to optimal DGZ

temperatures and turbulence in the boundary layer.

The deep snow events exhibit little to no particle growth

in the lowest 2000m AGL, but contain more mass.

Compositing the snow by event type is helpful when ex-

amining several seasons of observations. However, this

method can obscure some of the more subtle microphys-

ical differences between the deep and shallow snow. A

companion study by Kulie et al. (2019, manuscript sub-

mitted to Bull. Amer. Meteor. Soc.) examines specific

snow events in depth and further elucidates key differ-

ences in processes.
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